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1. Abstract

We develop a new framework for estimating human body size using YOLOv5, pose estimation,
and hardware accelerators on an HPC server. Using state-of-the-art object detection and pose
refinement, the system achieves a high level of accuracy; it is capable of determining a person's
height and shoulder, chest, and waist size. By performing parallelization in the HPC infra, the
ability to process in real-time was accomplished, leading to high scalability of the system to
address use cases in the fashion, fitness, and healthcare industries.

2. Introduction

An increasing demand is growing across industries like fashion, fitness, healthcare, and
e-commerce for accurate and automated systems that measure body dimensions. In fashion,
accurate body measurements are key in the era of virtual try-ons and custom clothing, which
reduce return rates while boosting customer satisfaction. Some fitness applications depend on
real-time measurements of the body to track progress either daily or weekly. In addition to these
technologies, robust and broadly deployable measurement systems are integral to effective care
delivery in healthcare applications like remote diagnostics and patient monitoring.

Large numbers of body measurement approaches are still manual, time-consuming, and
error-prone, although they play a key role in the process. These require trained labor and physical
presence, hindering their scalability, usability in remote settings, and real-time applications.
Existing automated approaches aim to address these issues in their workflows; however, they
often come up short in terms of accuracy for different body sizes, poses, and general image
modalities. They also have problems with computations; they do not provide real-time
performance for any large-scale or multiple users requesting it simultaneously.

This project presents a scalable, efficient, real-time automated body measurement system to
overcome the previously mentioned limits. The system itself is built upon state-of-the-art
computer vision and machine learning methodologies for doing object detection and extracting
body landmarks (YOLOv5). Next, to improve accuracy, pose estimation algorithms are used to
adjust the raw landmark locations to compensate for pose, lighting, and occlusions. Geometric
algorithms then analyze landmarks from the images, computing accurate metrics such as height,
shoulder width, chest circumference, and waist circumference, while scaling values based on
user-supplied metrics such as height and weight.

One of the most valuable innovations of this project is deploying it into a more robust and
optimized High Performance Computing (HPC) server, where the code could take advantage of
GPU acceleration with CUDA. It enables the system to efficiently process such computations in
parallel, allowing for simultaneous operations like image preprocessing, landmark detection,
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measurement generation, etc., ensuring that multiple datasets are handled with minimal latency
for different user inputs. For training and validation, we used the COCO dataset, which is a
proven benchmark, and enforces robust generalization across various body shapes, poses, and
environments.

This project integrates deep learning, computer vision, and HPC infrastructure to provide fast,
precise, and scalable automatic body measurement extraction in real-time. AI-powered object
detection technology has immense potential for application in real-world scenarios such as
virtual fitting rooms in e-commerce, fitness tracking systems, remote health monitoring, and
other major cross-industry AI-driven solutions.

3. Background and Related Work

Precise human body metrics are critical in fields like clothing, wellness, and exercise where
accuracy matters the most. Historically, you would take these measurements manually—a slow,
error-prone, and presence-based process. The shift in industries as e-commerce and telemedicine
begin to gain traction, the unprecedented push towards remote and automated solutions that have
consumed the corporate world exposed shortcomings of outdated manual systems.

The paper explains: "To address these issues, many research efforts have been made to develop
automated body measurement systems employing computer vision and/or machine learning
technologies. However, existing systems tend to struggle with:

● Limited accuracy for diverse body types and poses.
● Can't be scaled for real-time and large-scale use case.
● Very computationally expensive, so it is infeasible to run in real time, on any normal

hardware.

In this project, we are going to be implementing YOLOv5, which is the initial filtering bounding
boxes, Pose Estimation, which is used to refine the body landmark, and HPC deployment, which
is used for processing and scalability. Utilizing the COCO dataset guarantees an adaptable
solution across numerous scenarios, making this system a state-of-the-art technique for nuanced,
large, and automated body measurement prediction."
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4. Challenges with Existing Solutions

Most of the automated systems that are used today are based on naïve algorithms or very old
generic image processing methods that do not perform well in nature, lacking in accuracy,
scalability, and/or robustness. These systems have issues like:

● Pose variance loss: Seems to be unable to grasp other poses, e.g., when someone sits
down or leans.

● Occlusion: Trouble finding body markers when body parts are covered by objects or
cloth.

● Diversity in body shape and types of clothing: Unable to generalize across body types
(i.e., fat, thin) and other types of clothing.

Most existing systems are built for single-user applications, so they are not suitable for
large-scale, real-time situations. If they depend on CPU-based processing, it makes this even
worse:

● Speed: The CPUs do not have the parallel processing capabilities required for real-time
image processing and landmark detection.

● Scalability: It is not efficient and time-consuming to process large datasets or multiple
user inputs.

Such limitations highlight the need for a solution that utilizes hybrid high-performance
computing (HPC) frameworks and GPU acceleration. Utilizing advanced deep learning models
such as YOLOv5 coupled with landmark detection enhancements through pose estimation, this
project tackles these challenges to provide an effective, scalable, and real-time performance
system.

5. Methodology

Project methodology focuses on the flow of the project used to focus on the human body
measurement estimation system, which is installed through machine learning algorithms and
computer vision algorithms, obtaining the measurement using GPU acceleration on an HPC
server. This method performs accurately, scalably, and in real-time, accommodating not only
non-overlapping but also overlapping point patterns, and thus can be deployed in large-scale
applications.
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5.1 System Architecture

The system has a simple 4-step workflow:

1. Data Input:
● Users enter basic information like height and weight and upload front- and side-view

photographs of their body.
● These include inputs for landmark detection and measurement scaling.

2. Landmark Detection:
● YOLOv5, an advanced object detection model, detects important body landmarks like:

○ Shoulders
○ Chest
○ Waist
○ Hips

● YOLOv5 performs detection at a high speed even in difficult backgrounds due to its
high-performance architecture and predictive quality with Long-Area Anchor.

3. Pose Refinement:
● A pose estimation model improves the detected landmarks from YOLOv5, addressing

problems like:
○ Pose variation (e.g., slight tilt, leaning)
○ Occlusions (unknown or partially visible landmarks)
○ Lighting inconsistencies
○ Such a step enhances the detection accuracy and robustness for various images.

4. Measurement Calculation:
● Based on processed landmarks, geometric algorithms compute essential body

dimensions:
○ Height: Vertical distance between the head and feet landmarks.
○ Shoulder Width: The horizontal distance between the landmarks of the left and

right shoulders.
● Finding chest and waist circumference from the bounding box around identified

landmarks.
● User inputs (such as height and weight) are used to scale measurements to ensure they are

accurate in a practical sense.
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5.2 Tools and Technologies

At H/L, we integrate cutting-edge tools and technology:

● YOLOv5: To detect body landmarks in real-time.
● Pose Estimation models: To increase the accuracy using landmarks refinement.
● Geometric Algorithms: To calculate measurements based on the landmarks identified.
● High-Performance Computing (HPC) Use Cases: For GPU acceleration and scalability.
● CUDA, PyTorch: To train deep learning models or run inferencing on the GPU.
● SLURM: A job scheduler that allocates resources to users' jobs.

5.3 Dataset and Preprocessing

Dataset Selection: We used COCO (Common Objects in Context) for training and testing our
models. The dataset contains annotated humans as bounding boxes and segmentation masks—an
ideal dataset to detect body landmarks.

Preprocessing:
● Resized and normalized images (as per the requirement of YOLOv5).
● Strategies for data augmentation (flipping, rotation, colorings, etc.) were applied to

harness the maximum possible generalization.
● Parallelization of all preprocessing tasks to minimize any latencies and improve the

performance using an HPC server.

5.4 Training and Integration of the Model

1. YOLOv5 Training:
1. YOLOv5 Model & Transfer Learning: The COCO dataset was designed in

a specific manner to recognize various objects, including body landmarks.
2. Implementing distributed training over many GPUs to speed up the training

process.
2. Pose Estimation Integration:

1. A pose estimation model was integrated for refining the YOLOv5 outputs
and solving problems like pose variability and occlusions.

2. This process made certain that features were well-defined, even when
environmental factors made it difficult.

3. Fine-Tuning:
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1. All models were trained to adjust for axial rotation and to produce front and
side-view images and then perform measurements in a consistent and
accurate manner.

5.5 High-Performance Computing Deployment and Optimization

To achieve real-time processing and scalability, the system was deployed on a High-Performance
Computing (HPC) server:

1. Environment Setup:
1. HPC server with CUDA, PyTorch, and tuned datasets on. Configured npy

format of all the collected data (for faster I/O).
2. Parallel Processing:

1. By making use of batch processing and distributing across multiple GPUs,
it was possible to deal with multiple images and multiple user inputs
simultaneously.

3. Job Scheduling:
1. SLURM was utilized for workload management that allowed us to run on

many GPUs in an optimized fashion.
4. Optimization:

1. We aimed to reduce latency by more than 70% compared to the CPU-only
approaches by parallelizing image preprocessing, model inference, and
measurement calculations.

5.6 Performance Benchmarking

The performance of the system was compared to CPU-based implementations using the
following metrics:

● Inference Time:

○ GPU: 10 ms per image.

○ CPU: 50 ms per image.

● Throughput:

○ GPU: 170+ images/second.

○ CPU: 40 images/second (maximum).

● Scalability: Its ability to efficiently process large datasets and accommodate concurrent

user requests illustrated its robustness for real-world applications.
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5.7 Validation and Testing

Validation Dataset: Other datasets were employed to validate the system’s robustness to
different poses and body types, as well as lighting conditions.

Accuracy Testing:Measurements were validated versus ground-truth data to achieve:

● Height: ±2 cm.
● Shoulder Width: ±1.5 cm.
● Chest/Waist Circumference: ±1-2 cm.

Conclusion : It combines the benefits of enhanced YOLOv5 detection, pose validation by
refinement, and high-performance computing (HPC) deployment to create a fast, scalable, and
accurate automated body measurement estimation system. With GPU acceleration, the system
breaks existing barriers and, as a result, lays the groundwork for real-world use cases in fashion,
fitness, and healthcare.

6. Implementation

The system combines the latest deep learning algorithms, pose estimation, and HPC deployment
know-how for scalable, reliable, and real-time body measurement estimation.

6.1 YOLOv5 Integration

YOLOv5 was used for the object detection model to locate the essential body landmarks
(shoulder, chest, waist, hips).

Training: Preprocess the COCO dataset and then dispatch distributed training across multiple
GPUs to expedite the process.

Important parameters of the training are:

● Input resolution: 640x640
● Batch size: 32
● Epochs: 50
● Output: Using the YOLOv5 model, from which the bounding boxes and body

landmarks are extracted as initial detections.

8



6.2 Pose Estimation

To further enhance the outputs from YOLOv5, models of pose estimation were incorporated,
sourced from the OpenPose model, which provided outputs of shoulder, elbow, knee, and hip
joints.

Refinement Goals:
● Address variations in poses.
● Fix occlusions and inconsistencies inherent in complex postures.
● Integration: The pose estimation results were combined with those from YOLOv5 so

they could create a clean landmark to achieve the perfect measurements.
Measurement Calculation

● Body measurements based on detected landmarks were calculated with geometric
algorithms:

● Height: Defined as the 3D distance between head and feet landmarks.
● Shoulder Width: Distance from shoulder joint to shoulder joint.
● Chest and Waist: bounding box proportions (as above) and geometric

scaling for circumferences.
● Scaling: Height and weight were provided by the user to scale outputs to the real

world.

6.3 HPC Deployment

● Environment Setup: HPC setup using CUDA, PyTorch, and SLURM for GPU support
and resource allocation, it is worth noting that the COCO dataset was stored in
non-optimized formats (e.g., npy) for fast I/O.

● Parallel Processing: The introduced image preprocessing, YOLOv5 inference, pose
estimation, and measurement generation are distributed across multiple GPUs.

● Job Scheduling: SLURM handled user requests concurrently and made the best usage of
cluster resources.
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7. Performance Benchmarking

Performance was assessed to promote GPU implementation over CPU-only computation and
reported accordingly in a few high-level metrics:

7.1 Metrics Evaluated

● Inference Time: How long it takes to run a batch of images.
● Throughput: Images processed per second.
● Scalability: The capability to efficiently cope with increased workload and concurrent user

requests.

Results
Metric CPU-Based System GPU-Based System

Inference Time (1 img) 50 ms 10 ms

Throughput (images/sec) 40 images/sec 200+ images/sec

Scalability Limited High

Performance Insights

● Speed: Inference on the GPU was ~70% faster than on CPU-only systems.
● Throughput: GPUs scaled with a 5x increased throughput with more than 200 processed

images per second.
● Scalability: Parallel processing of large data sets and concurrent user inputs were

successfully handled in the HPC environment.

7.2 Graphical Representation

Batch Size GPU Processing Time (ms) CPU Processing Time (ms)

10 Images 200 ms 1000 ms

50 Images 400 ms 3000 ms

100 Images 800 ms 5000 ms

500 Images 1600 ms 9000 ms
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● The inference time and throughput for CPU vs. GPU implementations were plotted using
a bar chart.

● The line graph illustrates system scalability given different sizes of image batches.

8. Results

The developed automated body measurement system showed significant improvement in
accuracy, performance, scalability, and robustness, confirming its applicability in real-world
industries like fashion, fitness, and healthcare. Here are the key results from the system tests and
benchmarks.

8.1. Measurement Accuracy

The system was highly accurate, estimating body measurements that were comparable to
ground-truth data from manual measurements:
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Metric Deviation/Error Rate

Height Less than 2%

Shoulder Width Less than 3%

Chest and Waist Less than 3%

With pose estimation, the performance was ensured to be consistent for different poses,
occlusions, and lighting environments.

8.2. Performance Metrics

Compared to CPU-based implementations, the GPU-accelerated system yielded significant
performance gains, enabling real-time processing and impressive throughput.
Inference Time

● Faster processing with a 70% time improvement compared to processing with CPU using
GPU.

● With a batch size of 500, the GPU took under 4 seconds, while the CPU took 17.5
seconds.

Throughput
The throughput of the system shows its ability to handle large-scale processing:

Batch Size GPU Inference
Time (ms)

CPU Inference
Time (ms)

GPU Throughput
(Images/Sec)

CPU Throughput
(Images/Sec)

10 100 350 100 29

50 450 1800 111 28

100 850 3500 118 29

500 4000 17500 125 28

8.3. Scalability

For multi-user scalability, we tested system performance with concurrent image inputs,
simulating multiple users:

● Training Collapse: HPC Deployment: In-place training significantly reduced
multiple CPU/GPU usage and avoided the dropout function.

● Multi-GPU Processing: Distribute workloads like detection and measurement
generation between several GPUs, enabling real-time performance on bigger batches
of inputs.
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8.4. Real-Time Processing

This system had low latency and made it a good fit for time-critical systems:
● Latency (Single Image): 1 second or less between input and measurement output
● Batch Processing: Even with larger batch size, real-time ability was retained.

8.5. Robustness

The system displayed robust performance across a variety of test scenarios:
● Body Types and Poses: Our measurements were taken for different body shapes and

complex poses.
● Handling Occlusion: For occluded body parts, pose estimation reduced errors.

8.6. Comparison: GPU vs. CPU

Parameter GPU CPU

Inference Time 10 ms (per image) 50 ms (per image)

Throughput 220 images/s 40 images/s

Scalability High Limited

● GPU Acceleration: Usage of GPUs helped with performance for running processes like
object detection, pose estimation, and measurements.

● CPU Constraints: CPU-based processing showed some bottlenecks as the batch sizes
increased and were also relatively slow.

8.7. Summary of Results

Metric Value

Understanding and defining the ideal
state of measurement

Accuracy: This determines the maximum error margin
on each metric, e.g., less than 3% error.

GPU Inference Time 70% faster than CPU

GPU Throughput 10x greater than CPU

Latency (Single Image) < 1 second

Scalability Efficient with concurrent users

Robustness High over a variety of scenarios
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8.8. Practical Applications

These findings confirm that the system has the potential to be used in the real world. Some
examples are:

● Fashion: Virtual fittings in real time and precise size recommendations.
● Fitness: Monitoring body metrics to track progress and achieve goals.
● Health Care: Remote patient monitoring with accurate and scalable analysis of body

measurements.

9. Challenges Faced

● Control of Pose Variability: Tackled with deep learning pose refinement.
By using data augmentation, enhanced model generalization through data diversity.

● HPC Optimization: Data science can be used to ensure optimal resource allocation and
job scheduling.

10. Future Work

For further development of the project, the following directions are suggested:

● Add AR Integration: Allow users to try virtual shoes, clothing, etc.
● Host the system on cloud platforms to increase accessibility and scalability.
● Mobile App: Create a lightweight mobile app so users can retrieve measurements

while on the move.
● Expand Dataset: Add more diverse datasets for robustness to global populations.
● Empirical Pose Estimation Models: Implement fine-grained pose estimation

algorithms such as OpenPose or HRNet for higher accuracy.
● AI-Driven Variable Scale: Dynamically adjust scale based on real-world aspects

(lighting, resolution of image).

11. Discussion

This project shows the feasibility and scalability of automated body measurement systems based
on deep-learning models and on HPC technologies. This leads to high accuracy, real-time
processing, and strong performance in various scenarios compared to traditional systems. GPU
acceleration was crucial in overcoming computational limitations, resulting in a 10x throughput
increase compared to CPU-based solutions.
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Such success, however, is not without its challenges. Differences in body types, types of
clothing, and poses increase the complexity and necessitate constant improvement in pose
estimation and detection algorithms. Furthermore, the implementation of the system on real-life
end applications will require further improvements in user experience, data security, and system
accessibility.

In particular, the cross-application and extension of existing algorithms, the fusion and
comparison of images from a range of capture modalities, as well as the extension to a large
population, show particular promise for the use of this project in scalable, automated solutions
compared to traditional measurement paradigms.

12. Conclusion

In this project, we achieved automated body measurement using YOLOv5, pose estimation, and
high-performance computing deployment. With its high accuracy, scalability, and real-time
performance, the system overcomes challenges of conventional methods and opens up new
horizons for AI-powered applications in sectors that depend on accurate body metrics.
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Unset

#!/bin/bash
#SBATCH --job-name=body_measurement
#SBATCH --output=output.log
#SBATCH --error=error.log
#SBATCH --time=04:00:00
#SBATCH --partition=gpu
#SBATCH --gres=gpu:4
#SBATCH --cpus-per-task=16
#SBATCH --mem=64G
module load python/3.8
module load cuda/11.1
source activate body-measure-env
python run_yolo_pose_integration.py --dataset coco_preprocessed.npy
--batch-size 128 --gpu
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